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Research of an improved variable step
size and forgetting echo cancellation

algorithm1

Li Ang2, 3, Zheng Baoyu3, Li Lei3

Abstract. In communication systems, the received signal may be interfered by various addi-
tive noises. They occur in many places of communication network and reduce the communication
quality. Based on the adaptive filter theory, according to the ITU-T G.165 standard, combined
with the advantages of forgetting factor and variable step algorithm, a new adaptive echo cancel-
lation algorithm, which is the improved variable step size LMS forgetting factor algorithm, was
verified. Through the MATLAB analysis, it was proved that it has a better performance in echo
cancellation.
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1. Introduction

In a communication system, the signal at the receiving end is usually interfered
by various additive noises. As a kind of communication noise, echo appears in
many parts of the communication network [1], [2]. It will affect the speech dialogue
naturalness and clarity [3], and sometimes produces shrill voice [4], reduces the
signal-to-noise ratio [5], and even interferes with the normal work of the system
communication [6]. Therefore, a signal processing technique called echo cancellation
(EC) has been developed and flourished [5], [6].

The basic principle of adaptive echo cancellation is to use an adaptive filter to
identify and simulate the echo path, generate a copy of the echo, and then subtract
the copy from the received signal, and then get the desired signal [7], [8]. Figure 1
shows the principle of adaptive echo cancellation system.

In Fig. 1, after the remote signal x(n) sent by the caller A passes through the
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Fig. 1. Principle of adaptive echo cancellation system

adaptive filter, the false echo y(n) is duplicated, and then will generate echo signal
p(n) after mixer B. When p(n) meets the signal s(n) (generated by caller B) and
noise n(n) (in order to simplify the analysis, sometimes it is accepted that n = 0),
they will be superimposed to the desired signal d(n), as is shown in formula (1).
The signal generated by the elimination of false echo is shown in formula (2).

d(n) = p(n) + s(n) + n(n) , (1)

e(n) = d(n)− y(n) = p(n) + s(n) + n(n)− y(n) . (2)

In practice, when the unit impulse response of the adaptive filter can better
simulate the transfer function of the echo path, it is considered that the amplitude
of y(n) is equal to that of x(n), and the phase is opposite, so the echo p(n) is basically
offset.

2. 2. Analysis of the advantages of forgetting method and
variable step method

The advantage of the method is to enhance the anti noise performance of the
system, so that the adaptive filter on the basis of the gradient direction can maintain
the correction of the direction of convergence [9], and can also restrain the tendency
of convergence direction deviating from the gradient direction [10]. To some extent,
it improves the drawback of LMS algorithm which has a wide dispersion and slow
convergence, so the convergence speed and robustness are increased [11].

The advantage of variable step size algorithm lies in the initial stage of adaptive
process [9]. At this point, the error e(n) is large, but the convergence factor µ(n)
is variable and large too, so the convergence rate is accelerated. When the error is
gradually reduced, µ(n) is gradually reduced too, and finally a small steady-state
error can be obtained [11].
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3. New algorithm based on forgetting and variable step size
method

Combining the advantages of the above two methods, a new minimum mean
square error (LMS) algorithm is proposed.

Algorithm inputs include the weighted coefficient filter vector w(n), gradient
estimation γ(n), variable step length convergence factor µ(n), adaptive filter input
vector x(n), and expected output is d(n).

Algorithm outputs include that adaptive filter output y(n), altered variable step
size convergence factor µ(n+1), and altered adaptive filter weight vector w(n+1).

The new algorithm steps are as follows:
1) Adaptive filtering.

y(n) = wT(n)x(n) . (3)

2) Error estimation.
e(n) = d(n)− y(n) . (4)

3) Gradient vector estimation of forgetting factor.

γ(n) = ργ(n− 1) + e(n)x(n) (5)

4) Parameter estimation of variable step size.

p(n) = βp(n− 1) + (1− β)e(n)e(n− 1) (6)

5) Updating of variable step size convergence factor.

µ(n+ 1) = αµ(n) + ξp(n) (7)

(6) Renewal of weight coefficient vector

w(n+ 1) = w(n) + µ(n)γ(n) (8)

When ρ = 0, amnesia disappears, and the algorithm will degenerate into the
basic variable step size LMS algorithm.

4. Simulation and performance evaluation

4.1. Simulation settings

The frequency of the remote input signal is 300Hz, and the amplitude is 1 ac-
cording to the formula

x(n) = sin(600πn) . (9)

The near-end sine input signal frequency is 1000Hz and the amplitude is 1/6
according to the formula

s(n) =
1

6
sin(2000πn) . (10)
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The echo signal frequency is 300Hz, and the amplitude is 0.8, see the formula

p(n) = 0.8 sin(600πn) . (11)

The expected signal is

d(n) = p(n) + s(n) =
1

6
sin(2000πn) + 0.8 sin(600πn) . (12)

Assuming the Gauss white noise is N( 10
p+1 , 0.001), the order of the adaptive filter

is 10 (p = 9), and variable step sizes are α = 0.97, ξ = 6 × 10−3, and β = 0.99.
The lower bound of the boundary value is µmin = 10−5, and the upper bound is
µmax = 5× 10−3.

4.2. Simulation results analysis

The simulation results of variable step size LMS algorithm with forgetting factor
are as follows:

Figure 2 displays that the convergence of variable step size LMS algorithm with-
out forgetting factor spent 0.54 s.

Fig. 2. Convergent results of variable step size LMS algorithm

Figure 3 shows that the convergence time of the variable step size LMS algorithm
with forgetting factor 0.89 is 0.26 s, and the convergence rate is obviously faster than
that of the variable step size LMS algorithm without forgetting factor. This is easier
to observe in Figs. 4 and 5.

Figures 6 and 7 show that the variable convergence factor of the variable step LMS
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Fig. 3. Convergence time of the variable step size LMS algorithm with forgetting
factor 0.89

Fig. 4. Convergent process of variable step size LMS algorithm

algorithm with forgetting factor 0.89 changes from 0.005 to 0.002 and stabilized, and
the maximum step size is not more than the upper value 0.005, so its steady-state
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Fig. 5. Convergence process of the variable step size LMS algorithm with
forgetting factor 0.89

error is smaller, and convergence speed of the variable step convergence factor µ(n)
is faster than that without forgetting factor algorithm.

Fig. 6. Step change in the variable step size LMS algorithm
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Fig. 7. Step change in the variable step size LMS algorithm with forgetting factor
0.89

Figures 8 and 9 shows that the echo cancellation effect of the forgetting factor is
close to the signal from the near end, and the anti-noise ability is better than that
of the variable step size algorithm without forgetting factor.

Figure 10 shows that the performance of the algorithm is worse than that of the
median forgetting factor ρm, and leads to wave attenuation. Figure 11 shows that
the algorithm becomes divergent when the radius of convergence is exceeded. After
many experiments, the convergence radius of forgetting factor was determined, its
value ρc = 0.931.

Compared with the variable step size LMS algorithm without introducing forget-
ting factor, the convergence speed and noise immunity (robustness) of the variable
step size LMS algorithm with forgetting factor are greatly improved.

5. Conclusion and future work

In this paper, a new adaptive echo cancellation algorithm, the improved variable
step size LMS forgetting algorithm, is proposed, which is based on the two ideas
of forgetting and variable step size. It can not only keep the convergence speed,
the steady state error and the low algorithm complexity of the variable step size
algorithm, but also absorb the anti-noise performance and fast convergence speed of
the forgetting algorithm. So it is proved that this is an effective method.
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Fig. 8. Echo cancellation results of variable step size LMS algorithm

Fig. 9. Echo cancellation results of variable step size LMS algorithm with
forgetting factor 0.89
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Fig. 10. Wave of forgetting factor 0.9285

Fig. 11. Divergence of forgetting factor 0.94

phonic acoustic echo cancellation. Signal Processing 131 (2017), 422–433.
[2] D.Acharjee, N.Hasan, S.Maity: Finite difference time domain simulation of

active cancellation of radar echoes. Procedia Computer Science 92 (2016), 233–236.
[3] M.Hamidia, A.Amrouche: Improved variable step-size NLMS adaptive filtering al-

gorithm for acoustic echo cancellation. Digital Signal Processing 49 (2016), 44–55.



434 LI ANG, ZHENG BAOYU, LI LEI

[4] C.Paleologu, J. Benesty, S. Ciochină: Widely linear general Kalman filter for
stereophonic acoustic echo cancellation. Signal Processing 94 (2014), 570–575.

[5] A. Jain, S.Goel, K.Nathwani, R.M.Hegde: Robust acoustic echo cancellation
using Kalman filter in double talk scenario. Speech Communication 70 (2015), 65–75.

[6] Y.Huang, S.Yao: The application of adaptive filter in echo cancellation. Instrument
Technology 1 (2009), No. 8, 26–28.

[7] L. S.Gay: An efficient, fast converging adaptive filter for network echo cancellation.
Proc. IEEE Conference Record of Thirty-Second Asilomar Conference on Signals, Sys-
tems and Computers (Cat. No. 98CH36284), 1–4 November 1998, Pacific Grove, CA,
USA, IEEE Conference Publications 1 (1998), 394–398.

[8] L. J. Sun, B.Dai, S. Y. Zhang: A new algorithm of echo cancellation in mobile ap-
plications. International Conference on Information and Management Engineering (IC-
CIC), Innovative Computing and Information, 17–18 September 2011, Wuhan, China,
Proceedings Springer Science & Business Media 232 (2011), 443–449.

[9] B.Ma, H.Dong, Y. S. Zhu: An improved subband adaptive filter for acoustic echo
cancellation application. Procedia Engineering 15 (2011), 2244–2249.

[10] S.Cecchi, L. Romoli, P. Peretti, F. Piazza: Low-complexity implementation of
a real-time decorrelation algorithm for stereophonic acoustic echo cancellation. Signal
Processing 92 (2012), No. 11, 2668–2675.

[11] C. Stanciu, J. Benesty, C. Paleologu, T.Gänsler, S. Ciochină: A widely lin-
ear model for stereophonic acoustic echo cancellation. Signal Processing 93 (2013),
No. 2, 511–516.

Received July 12, 2017


	Li Ang, Zheng Baoyu, Li Lei: Research of an improved variable step size and forgetting echo cancellation algorithm
	Introduction
	2. Analysis of the advantages of forgetting method and variable step method
	New algorithm based on forgetting and variable step size method
	Simulation and performance evaluation
	Conclusion and future work


